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ABSTRACT
Modern text-to-speech engines can be an effective speech choice
for embodied virtual pedagogical agents. However, it is not known
how synthesized accents influence learning outcomes and percep-
tions of the agent. In this paper, we conducted a between-subjects
experiment (n=60) to determine the effect of a pedagogical agent’s
machine synthesized text-to-speech accent (United States English
or Indian English) on learning outcomes and perceptions of the
agent for students in the United States. Our results indicate that
learner gender interacts with synthesized speech accent to signifi-
cantly affect learning outcomes and perceptions of the agent. Our
results reveal that a foreign synthetic speech accent may affect
the learning outcomes of female university students (n=30), but
not male university students (n=30). Finally, our results indicate
that learner gender interacts with synthesized speech accent to
affect perceptions of the pedagogical agent’s human-likeness. We
provide novel insights on the differences between male and female
learners for interactions with pedagogical agents with synthetic
TTS accents.

CCS CONCEPTS
• Applied computing → Computer-assisted instruction; E-
learning; • Human-centered computing→ User studies.
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1 INTRODUCTION
Pedagogical agents refer to anthropomorphic characters with a
virtual presence in the learning environment that are designed
to facilitate learning [18, 39]. Pedagogical agents in the form of
embodied virtual humans can be beneficial for learning [31, 33, 39,
56] and have become more prevalent in the classroom and virtual
platforms due to advances in computer hardware and accessibility
[18]. Prior work indicates that the design (e.g., speech, appearance,
gender) of a pedagogical agent can influence agent perception and
student learning outcomes [35, 40].

An important design aspect for virtual agents is speech [43]. The
use ofmachine synthesized text-to-speech (TTS) has seen interest in
the education field (e.g., [6, 16, 18]) since it can be quicker and more
convenient to record than using human voice actors. Yet, synthetic
speech has been avoided when learning from a virtual human due
to its negative effects on learning outcomes and perception [6, 43].
However, recent work found that this effect should be reconsidered
due to the substantial advancements in synthetic speech technology,
and suggests that modern synthetic speech engines are now as
effective as human speech for virtual pedagogical agents [16, 18].

Recent advancements in TTS have also allowed for the advent
of realistic regional synthetic accents (e.g., United States English,
United Kingdom English, India English). However, these advance-
ments are still limited, as not all regional accents are available
(e.g., Mexico English), especially in commercial products like Mi-
crosoft Azure. While previous work has investigated the quality of
a pedagogical agent’s synthetic speech [18, 40], there is little work
that investigates the accent of an agent’s synthetic speech, which
can prime social cues and affect learning outcomes and instructor
perception. For example, prior work reported that human speech
with non-native accents negatively affect both learning outcomes
and instructor perception [29, 43]. This effect has been observed
in multiple regions, such as Sweden [11] and the United Kingdom
[64]. According to the “voice effect" principle [40], a student will
prefer an instructor with a familiar accent and learn more deeply.
However, it is not clear whether the voice principle applies to ped-
agogical agents with TTS, which can be perceived differently from
human voices [22].

Prior work suggests that these effects may be attributed to the
cognitive load theory [43, 51]. Students must allocate fewer cogni-
tive resources to process a familiar accent, which thereby enhances
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their learning experience, compared to a foreign accent. Addition-
ally, prior work [43] posited that learning is an inherently social
activity (i.e. social agency theory), and that a socially appealing
voice would promote deep cognitive learning. Since user gender can
influence social cues, we also investigated disaggregated data by
user gender, unlike previous studies investigating speech accents.
For example, previous work found that women may be more sensi-
tive to an agent’s personal attributes (e.g., age, ethnicity, gender)
[36].

As online education platforms grow in popularity around the
world [20], understanding the effects of TTS accents can help de-
velopers decide whether additional effort should be taken to align
a pedagogical agent’s speech accent to a learner’s demographic to
foster learning. Current commercially available TTS engines do not
represent all regional accents and provide limited options in terms
of accents. Hence, for some regional accents, custom TTS models
would need to be developed in order to align an agent’s speech
accent to the learner’s regional representation. Thus, it is important
to understand how synthesized speech accents can positively or
negatively affect students. Our work sheds light on the effect of
TTS accents and provides insight for developers. We investigate
the following research questions:

• RQ1: How does the TTS accent of a pedagogical agent affect
learning outcomes?

• RQ2: How does the TTS accent of a pedagogical agent affect
learners’ perception of an agent?

To answer these questions, we used an established multime-
dia lesson regarding lightning formation adapted from Mayer and
Moreno [41]. Through a between-subjects study (n=60), we inves-
tigated the effect of a pedagogical agent’s TTS speech accent (US
English or Indian English) on learning outcomes and perception.
In our experiment, participants watched a multimedia video lesson
and completed questionnaires that measured their learning out-
comes and perception of the agent. This paper makes two primary
contributions:

(1) We provide the first user study investigating the voice effect
principle using machine synthesized accents. Our results
indicate an interaction effect between user gender and syn-
thetic accent on learning recall.

(2) We show that synthesized accent may interact with user
gender to affect the perception of human-likeness of an em-
bodied pedagogical agent.

2 RELATEDWORK
2.1 Pedagogical Agents as Social Actors
Design aspects such as voice, appearance, and gender can influ-
ence the perception and effect of virtual humans and agents (e.g.,
[9, 10, 18, 30, 42]). Many of these design aspects are social, which
could help explain their influence on learning outcomes and agent
perception. A large body of work indicates that human interactions
with computers are social. Early work by Nass et al. [49] intro-
duced the CASA (Computers Are Social Actors) paradigm, which
posited that human interactions with computers are fundamentally
social and that people apply social rules, norms, and expectations
to computers.

Nass and Brave [50] reported that people accept computers as so-
cial partners and that social cues prime social responses in learners.
Moreno et al. [46] furthered this body of work in the field of educa-
tion by introducing social agency theory, which refers to the idea
that social cues in multimedia instructional messages can prime
a social response in learning and influence cognitive processing
and learning outcomes. Moreno et al. indicated that pedagogical
agents can promote meaningful learning in multimedia lessons due
to social agency. Domagk [23] expanded on the social agency the-
ory by investigating the valence of social cues. Domagk reported
that pedagogical agents with appealing social cues can promote
increased transfer performance, but also that unappealing social
cues might even hinder learning.

Martha and Santoso [39] provided an excellent review on the im-
pact of design principles for pedagogical agents and suggested that
good design elements can make students more involved in learning.
Likewise, Lester et al. [38] argued that animated pedagogical agents
have persona effects and described how the social characteristics
of agents influence how much people enjoy interacting with them.

2.2 Effects of an Instructor’s Speech Accent
The effects of an instructor’s speech accent on learning outcomes
and perception is a well-studied topic. Early work by Gill [29] ar-
gued that different accents yield different perceptions of teachers.
Gill also noted that teachers with similar accents to the student
are perceived more favorably (e.g. more intelligent and dynamic).
Similarly, Ahn and Moore [1] found that US college students pre-
ferred instructors with American accents. Both Gill [29] and Ahn
and Moore [1] found that US college students preferred American
accents over European accents, and that European accents were
preferred over Asian accents. Kang and Wilson [34] analyzed a
substantial amount of work (e.g., [5, 27, 60]) and noted that US
undergraduates have an inherent, and usually subconscious preju-
dice against international teaching assistants with accented English.
Although many of these studies are based on students in the US,
this phenomenon has also been observed across other regions and
languages (e.g., [11]).

Foreign accents can also influence learning outcomes in addition
to instructor perception. An early study by Gill [29] reported that
British-accented and Malaysian-accented English impaired learn-
ing outcomes for US students. Mayer et al. [43] also reported that
Russian-accented human speech had significantly lower learning
outcomes for US students, possibly due to the cognitive load theory.
Further supporting this theory, Munro et al. [48] found that US
students took more time to evaluate Mandarin-accented utterances
compared to utterances of native English speakers, which may in-
fluence meaningful learning. Foreign accents can also sometimes be
helpful for pedagogical agents. For example, Galluccio [28] found
that an animated pedagogical agent with Spanish-accented English
increased motivation for learning in a Spanish language class. This
can likely be attributed to the topic as foreign language learners
typically prefer instructors to have accents that reflect the language
being taught [64]. Although these studies found that students typi-
cally learn better from instructors with familiar accents, it is not
clear whether these learning effects apply to pedagogical agents
with TTS accents, which our study investigates.
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Table 1: Overview of previous studies investigating speech accents.

Platform Synthesized Accents Pedagogical Agent Type

Dahlback et al. [19] Audio Recording × × Voice
Sandygulova & O’Hare [54] Physical Robot × × Humanoid Robot
Ahn et al. [1] Web Browser × ✓ Voice
Cao Ngoc [14] Web Browser × ✓ Voice
Galluccio [28] Desktop × ✓ Virtual Human
Gill [29] Audio Recording × ✓ Voice
Mayer et al. [43] Audio Recording × ✓ Voice
McCrocklin et al. [44] Desktop × ✓ Voice/Static Photo
Chan et al. [15] Desktop × ✓ Voice
Baird et al. [8] Web Browser ✓ × Voice
Krenn et al. [37] Desktop ✓ × Voice
McGinn & Torre [45] Desktop ✓ × Voice/Static Image
Tamagawa et al. [61] Audio Recording ✓ × Voice
Ours Web Browser ✓ ✓ Virtual Human

2.3 Effects of Agent Speech Type
Qualities of an agent’s speech can affect learning outcomes and
instructor perception [18, 39, 40]. Early research found that TTS
negatively affected learning outcomes in animated pedagogical
agents [6, 43]. However, more recent work indicates that synthetic
speech has considerably improved andmay be as effective as human
speech for an animated pedagogical agent [16, 18]. We extend upon
these prior works by replicating their robust methodology in the
context of accented TTS. We investigate accented TTS due to the
effect of possible differences between human speech and synthetic
speech, such as differences in trust [22] and prosody [13].

Seaborn et al. [58] provided a thorough review on the effects of
agent voice on a wide scope of human-agent interactions. Seaborn
et al. reported that in many studies, agents with accents that match
the user’s weremore positively perceived. This effect was consistent
throughout different regions, such as New Zealand [61] and Ireland
[54]. Additionally, some studies involving human-robot interactions
have investigated the use of machine-synthesized accents in robots
and found that synthesized accents influence social stereotypes
[45, 54, 61]. Perhaps most relevantly, Tamagawa et al. [61] found
that listeners in New Zealand preferred a health care robot with a
synthesized New Zealand accent over other synthesized accents.

These results can possibly be explained by the similarity-attraction
principle [12], which posits that individuals are attracted to other
people that are similar to themselves. Although we investigated
a pedagogical agent within a multimedia learning environment
instead of robots, we expected that students would apply social
cues to interactions with the agent according to the social agency
theory [46] and prefer accents that are similar to their own. The key
difference of our work from these studies is that we are interested
in investigating the voice principle effect (i.e., foreign accents affect
learning) using synthesized accented voices. Table 1 shows a brief
overview of prior studies that also investigated agent accents.

3 METHODS
We conducted a between-subjects experimental study to evaluate
how a pedagogical agent’s speech accent affects learning outcomes

and learners’ perception of the agent. We examined two synthetic
accents (US English or Indian English). We drew from the methods
of Chiou et al. [16], who adapted material from early work byMayer
and Moreno [41] into the context of animated pedagogical agents.
We used the same script for the multimedia lesson, which taught
users about lightning formation. All participants were classified
as having low experience in meteorology on the basis of a pretest
questionnaire.

3.1 Research Hypotheses
We proposed the following hypotheses regarding the synthetic
speech accent of a virtual pedagogical agent:

• H1 (Learning outcomes): Participants (from the US) will
have higher scores of Recall, Retention, and Transfer for the
agent with a US accent compared to the agent with an Indian
accent, considering previous results indicating that a foreign
accent negatively affects learning outcomes [43].

• H2 (Agent perception): Participants (from the US) will
rate the agent with a US accent more favorably, considering
previous results indicating that learners prefer teachers with
a familiar accent [1, 11, 29].

3.2 Dependent Variables
3.2.1 Learning outcomes. We measured learning outcomes using
recall, retention, and transfer tests. We measured a participant’s
information Recall using a six-item multiple choice questionnaire
developed by Craig et al. [17]. This questionnaire contained four
deep level conceptual knowledge questions (e.g., "Why does it get
colder right before it rains?") and two shallow conceptual knowl-
edge questions (e.g., "What part of the cloud are the positively
charged particles located in?"). This questionnaire can be found in
Appendix A.

Our retention and transfer tests were the same as previous stud-
ies using the same learning content (c.f. [18, 41, 47]. Two raters
scored each Transfer and Retention test without knowledge of
the participant’s condition. A third rater reconciled any disagree-
ments. We measured a participant’s Retention using a one-question
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Retention test that asked participants to "Please write down an
explanation of how lightning works." Scores were computed by
counting the number of major idea units present in the partici-
pant’s answer based on a scoring system presented by Mayer and
Moreno [41]. According to this scoring system, each idea unit was
awarded one point, regardless of wording. The maximum possible
score was 19.

The Transfer test consisted of the following four open-ended
questions: "What could you do to decrease the intensity of the
lightning?", "Suppose you see clouds in the sky, but no lightning.
Why not?", "What does air temperature have to do with lightning?",
and "What causes lightning?". This test was scored by counting the
number of acceptable answers across the four questions according
to the rubric described by Mayer and Moreno [41]. The maximum
possible score was 12 [41].

3.2.2 Agent Perception. We measured learners’ perception of the
agent using the Revised Agent Persona Inventory (API-R) [57],
which is a 25-item five-point Likert scale questionnaire measur-
ing a participant’s perception of a pedagogical agent. The API-R
questionnaire measures four constructs: the agent’s ability to fa-
cilitate learning (Facilitates Learning), perceptions of credibility of
the agent (Credibility), the level to which the agent is perceived
as human-like (Human-like), and how engaging the agent was
during the presentation (Engaging). The Facilitates Learning con-
struct combines ten questions, while the other three combine five
questions.

3.3 Learning Materials
3.3.1 Multimedia presentation. Participants listened to a system-
paced video narrated by a virtual pedagogical agent. The agent
presented a series of images describing the formation of lightning,
which were adapted from the images used in [16]. The instructional
video lasted around 140 seconds and described the formation of
lightning using a 600-word passage (16 different sentences) paired
with 14 images. These sentences can be found in the Appendix of
Moreno and Mayer’s [47] work. The only difference between the
videos was the agent’s speech accent (US or Indian). A screenshot
of the multimedia lesson is shown in Figure 1.

3.3.2 Virtual agents. The agents’ voices were created using Mi-
crosoft Azure’s TTS engine. The US English condition used the
“English (United States) - Jenny (Neural)" voice, while the Indian
English condition used “English (Indian) - Neerja (Neural)" voice.
Based on previous studies, we used the character "Susan" from
the software "Media Semantics Character Builder" to create and
animate our agent [16, 18]. We chose to maintain the same agent
appearance for both conditions since Rakic et al. [53] reported that
accent is predominant over appearance for ethnic categorization.
Furthermore, Galluccio [28] found that a mismatched ethnic appear-
ance and accent had no effect on learning outcomes or perception,
while accent alone did. Hence, we chose to maintain the same agent
appearance despite manipulating the agent’s speech accent.

3.4 Procedure
The following procedure was reviewed and approved by our uni-
versity Institutional Review Board (IRB). Due to the COVID-19

Figure 1: An image of the virtual human agent used in our
multimedia lesson.

pandemic, the study was held fully online. The study consisted of
one online Qualtrics survey that lasted approximately 35 minutes.
Participants completed a consent form and a demographics survey
that captured their self-reported age, gender, native language, and
education level. Afterwards, they completed the pretest regarding
their meteorological knowledge. In order to include only students
with low meteorological experience, we excluded the data of any
participants who scored above a 6 [47].

Participants then completed a sound check, which instructed
them to listen to an audio code that was required for them to
move forward. Once this code was entered, participants were then
randomly assigned to one of the two speech accent conditions and
were presented with instructions to please pay attention as the
information is presented. Condition assignment was controlled by
gender such that genders were evenly distributed across conditions.
Next, participants watched the corresponding multimedia video
lesson. After finishing the video, the participants completed the
multiple choice Recall test (5 minutes), the free response Retention
test (5 minutes), the free response Transfer test (3 minutes per
question), and the API-R measure. Participants were given a code
for a $5 Amazon gift card at the conclusion of the experiment.

3.5 Participants
A total of 60 participants (30 female, 30 male) were recruited to take
part in the study after all exclusions and pre-screening procedures.
All participants were current university students that were born
in and currently reside in the United States. Participants were re-
cruited through university listservs and reported no visual, audio,
or neurological/learning disabilities. Additionally, all participants
reported proficiency in the English language, with 95% reporting
English as their first language. We excluded participants that had
experience with an Indian language. Male participants had a mean
age of 20.40, within a range of 18 to 24. Female participants had a
mean age of 20.57, within a range of 19 to 24.

4 RESULTS
We used non-parametric tests to investigate our hypotheses since
our dependent variables were not normally distributed. We disag-
gregated data by gender according to best practices [62] as well
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as possible influences of user gender on perception of pedagogi-
cal agents [36]. Since we anticipated a possible interaction effect
between learner gender and condition, we used the Aligned Rank
Transform (ART) tool to perform non-parametric 2 x 2 factorial
analyses [63] and post-hoc contrast (ART-C) tests [25].

4.1 Learning Outcomes
The means and standard deviations for all learning outcome mea-
sures can be found in Table 2. We first analyzed pretest scores
to determine that there was no significant difference between
speech conditions, 𝐹 (1, 56) = 1.68, 𝑝 = 0.20 or participant gen-
der, 𝐹 (1, 56) = 0.319, 𝑝 = 0.57.

We found a significant interaction effect between learner gender
and agent accent for Recall scores, 𝐹 (1, 56) = 4.11, 𝑝 = 0.047,
𝜂2 = 0.07. A post-hoc test (ART-C) found that female learners
had significantly higher Recall scores when they were taught with
the US accent condition compared to the Indian accent condition,
𝑡 (29) = 3.37, 𝑝 < 0.01. On the other hand, male learners had no
significant difference between conditions, 𝑡 (29) = 0.21, 𝑝 = 0.97.
We found no significant differences between any other pairwise
comparisons. Figure 2 shows the interaction plot of Recall scores
between male and female learners. H1 (Learning outcomes) was
partly supported because female learners had significantly higher
Recall scores when taught by the agent with a US accent.

Table 2: Means and standard deviations of all learning out-
come scores separated by learner gender (M or F) and agent
accent condition (US or IN).

Pretest
M (SD)

Recall
M (SD)

Retention
M (SD)

Transfer
M (SD)

M-US 3.53 (1.60) 0.59 (0.28) 4.27 (2.92) 2.60 (1.77)
M-IN 2.80 (1.61) 0.56 (0.23) 4.60 (2.32) 2.67 (1.23)
F-US 3.33 (1.45) 0.62 (0.17) 4.53 (2.07) 2.53 (1.36)
F-IN 2.93 (0.96) 0.36 (0.18) 4.60 (3.56) 2.80 (1.90)

Upon collapsing gender, we also found a significant main effect
of agent accent on Recall scores, 𝐹 (1, 56) = 5.92, 𝑝 = 0.02, 𝜂2 = 0.10.
A post-hoc (ART-C) test revealed that the US accent condition had
significantly higher Recall scores, 𝑡 (56) = 2.43, 𝑝 = 0.02. We did not
find any significant interaction effects or main effects on Pretest,
Retention or Transfer scores.

4.2 Agent Perception
All means and standard deviations of API-R constructs can be found
in Table 3. We analyzed construct scores from the API-R (Facilitates
Learning, Credibility, Human-like, and Engaging). We found a sig-
nificant interaction effect between learner gender and agent accent
for the Human-like construct, 𝐹 (1, 56) = 8.14, 𝑝 < 0.01, 𝜂2 = 0.13.
A post-hoc (ART-C) test found no significant pairwise comparison
differences between groups. However, we found a trend where fe-
male learners rated the agent with the US accent as marginally more
Human-like than the agent with the Indian accent, 𝑡 (29) = 2.55,
𝑝 = 0.08. Figure 3 shows the interaction plot of Human-like ratings
between male and female learners. H2 (Agent perception) was not

Figure 2: Recall median scores between male and female
learners with 95% confidence interval of the median.

supported, since learners did not rate the agent with a US accent
more favorably than the agent with an Indian accent.

Table 3: Means and standard deviations of all agent persona
index construct scores separated by learner gender (M or F)
and agent accent (US or IN).

Facilitates
Learning
M (SD)

Credible

M (SD)

Human-
like

M (SD)

Engaging

M (SD)

M-US 30.67 (11.10) 16.80 (4.81) 13.87 (5.13) 15.40 (5.44)
M-IN 27.47 (7.56) 14.73 (3.70) 10.87 (5.08) 13.07 (4.86)
F-US 28.32 (11.41) 16.47 (5.96) 9.60 (4.00) 12.00 (5.11)
F-IN 32.73 (7.75) 18.27 (3.22) 14.00 (4.83) 13.73 (5.18)

5 DISCUSSION
In this section, we first discuss implications for research and im-
plications for pedagogical agent design based on our results. We
conclude the section by discussing the limitations of our work and
paths for the future.

5.1 Synthetic Accent’s Effect on Recall May Be
Affected By User Gender

Our results indicate that effect of an agent’s synthetic accent on
recall may be affected by the learner’s gender. We found a signifi-
cant interaction effect between learner gender and agent accent on
learning recall. Our results indicate that the recall of female learn-
ers may be negatively affected by the foreign synthesized accents,
while male learners may not be affected. These results differ from
those of Mayer et al. [43], who reported a significant main effect of
foreign accents on learning outcomes of university students using
the same multimodal multimedia lesson.
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Figure 3: Human-like construct median scores between male
and female learners with 95% confidence interval of the me-
dian.

There may be several reasons behind these differences. For in-
stance, since men and women may perceive synthetic voices dif-
ferently [22], these differences may be due to the use of synthetic
speech, while Mayer et al. used recorded human speech. The effect
of synthetic accents may be different from the effect of recorded hu-
man speech accents. Additionally, unlike our current study, Mayer
et al. did not gender balance across conditions, and the majority
of their participants were female (65%). These differences may be
attributed to the distinct effect of accented speech on female learn-
ers, rather than an effect on all learners. Although we also found a
significant main effect of accent on Recall scores when gender was
collapsed, disaggregating data by gender revealed key differences
between men and women.

Our results may possibly be explained by differing modality
preferences and skills. For example, An and Carr [3] reported that
individual differences in verbal and visual skills can help predict
academic achievement. Prior work found that men have an in-
clination towards visual skills, while women have an inclination
towards auditory skills [2, 52, 59]. The multimedia lesson used in
our study was multimodal and included both visual elements and
verbal narration. In our study, female participants may have relied
more on the agent’s narration to learn, which therefore caused their
learning outcomes to be negatively affected by the foreign accent.
On the other hand, male participants may have relied more on the
visuals of the lesson (i.e., the 14 image sequence) and were thus
unaffected by the agent’s accent. Furthermore, our results indicate
that research investigating pedagogical agents should consider gen-
der balancing participants. In order to properly interpret results, it
can be important to disaggregate data by gender due to possible
differences among genders [62].

5.2 User Gender May Affect Perception of
Agents

We also found a significant interaction effect between learner gen-
der and agent accent on perception of the agent. As seen in Figure
3, the Human-like ratings of male and female learners intersect
across agent accent conditions. Although we found no significant
differences for pairwise comparisons, it is interesting to note that
male and female learners trended in opposite directions. While
male learners tended to rate the agent with a US accent as more
Human-like than the one with an Indian accent, the opposite ratings
trended for female learners.

We hypothesize that this rating trend may be attributed to differ-
ences in viewing patterns. Hewig et al. [32] found that both male
and female viewers first fixate on a woman’s face, and then the rest
of the body from top to bottom. However, they reported that male
viewers took a longer time to scan the figure compared to female
viewers, and focused on the torso more. We hypothesize that male
learners may have looked at the agent’s attire more than female
learners. Since the virtual agent wore a formal Western suit (see
Figure 1), male learners may have felt that the US accent better
aligned with the appearance. On the other hand, female viewers
may have fixated on the facial features of the virtual agent, and felt
that these features better aligned with the Indian accent. Further
work, such as the use of eye tracking may be helpful to determine
which areas of the agent the participants are looking at.

We used the same agent appearance for both conditions, consid-
ering previous results indicating that neither agent appearance nor
mismatched appearance/accent affects agent perception or learning
outcomes [28]. However, when participant gender was collapsed,
we also did not find any significant differences regarding agent
perception measures. These results only become apparent upon
disaggregating data by gender. Thus, we recommend that future
studies gender balance participants and disaggregate data when
investigating perception of pedagogical agents.

5.3 Guideline for Pedagogical Application
Developers

Prior researchers suggested that personalizing pedagogical agents
might enrich learning experiences [21, 35]. We found that the voice
effect principle is applicable to synthetic voices, at least for female
students. While more research is necessary to validate and fully
understand the results of our current study, we do recommend
that pedagogical application developers should make an effort and
take steps to align the accents of any pedagogical virtual agents
with the country of the learner. With commercially available TTS
engines, like Microsoft Azure’s, developers can update the accents
of any virtual agents with synthesized speech in real time. Hence, by
accounting for the native country of the learner (e.g., US, UK, India),
developers can easily personalize the synthesized accents to match,
which should reduce the likelihood that a learner would perceive
an accent to be foreign. Furthermore, while we have investigated
virtual humans in a web browser, we believe this guideline is likely
applicable for the broad range of pedagogical agents, from voice-
only agents to embodied agents in immersive environments.

However, it is also important to note that not all synthetic ac-
cents are currently available for use in commercial services, and
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thus accommodating for the native country of a student may not
be possible. For example, both AWS and Azure currently lack ac-
cents for Mexico English and China English, which are the native
countries of the two largest immigrant populations in the United
States [24]. Due to these reasons, we encourage TTS developers to
create voices with more diverse accents in order to foster learning
for all students.

5.4 Future Work and Limitations
It is important to note that our results are potentially limited to
our specific study design. First, we have only investigated one ed-
ucational lesson so far (i.e., the formation of lightning) and one
presentation format (i.e., a multimedia video of the virtual pedagog-
ical agent and a series of 14 images). Different educational lessons
(e.g., quantum mechanics, calculus) or different presentation for-
mats (e.g., voice only, virtual reality) may yield different results.
Additionally, our lesson was relatively short (around 140 seconds),
and longer lessons may also yield different results [4]. Second, we
have only investigated the effects of a female virtual agent on US-
based university students. We do not know whether our results
would hold for university students native to another country for
the female virtual agent, let alone a male version. Furthermore,
our results may be different if the students were middle or high
school students, which can be important since commercial TTS
engines are also used for online education platforms for primary
and secondary schools.

Additionally, although accents can vary by region, we analyzed
only one Indian accent that was provided by commercial TTS en-
gines. Unfortunately, Microsoft Azure does not provide information
on the specific region that the synthetic accent is based on, and
only lists the accent as “Indian”. However, since our participants are
not familiar with any Indian languages, we may be able to assume
that all Indian accents would be unfamiliar to them.

In the future, we plan to run a comparative study using a male
pedagogical agent with male speech. Although there is some evi-
dence that instructor gender does not affect instructional videos
[26, 55], more research is required to understand possible interac-
tion effects with synthetic speech accents [7]. Additionally, we plan
to utilize eye tracking software to determine where the participants
are looking at during the lesson. This could help provide insights
on our results, such as why male and female learners have differ-
ent ratings of Human-likeness. Finally, since no students reported
as non-binary, we only performed factorial analyses on male and
female participants. Future work should consider recruiting non-
binary participants and performing factorial analyses by gender.

6 CONCLUSION
We investigated the effect of a virtual pedagogical agent’s synthetic
speech accent on learning outcomes and perception. We chose to
investigate synthetic speech due to its convenience in development
and efficient performance. In particular, we chose to investigate
the effect of TTS accents because accents can prime social cues
and affect learning. Surprisingly, we found an interaction effect
between learner gender and synthetic speech accent on recall scores,
which indicates that a foreign synthetic accent may only affect the
recall of female learners. Our results may be attributed to differing

modality skills of male and female learners. Furthermore, we found
an interaction effect between learner gender and TTS accent on
ratings of human-likeness. While male learners tended to rate the
agent with a US accent as more human-like, female learners tended
to rate the agent with an Indian accent as more human-like. Overall,
our results suggest that user gender plays an important role in the
perception and effectiveness of virtual pedagogical agents.
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A RECALL QUESTIONNAIRE
Recall questionnaire from [17]. correct answers are denoted with 𝑎 .
Explicit—deep

(1) What causes a flash of lightning?
(a) The return stroke𝑎
(b) Negatively charged leader
(c) Positively charged leader
(d) Negative charges rushing from the cloud

(2) When do downdrafts occur?
(a) When air is dragged down by rain𝑎
(b) When air currents cool and fall back to earth
(c) When cold air hits the ground

(d) When there are unbalanced electrical charges between the
ground and the clouds

Explicit—shallow
(3) The upper portion of the cloud is made up of what?
(a) Water droplets
(b) Cold air
(c) Ice crystals𝑎
(d) Water vapor

(4) What part of the cloud are the positively charged particles
located in?

(a) Bottom part
(b) Center of the cloud
(c) Outside edge
(d) Top part𝑎

Implicit—deep
(5) Why does lightning strike buildings and trees?
(a) They are higher than the ground
(b) A build-up of positive charges
(c) It is the point where the negative leader ends
(d) Positive leader starts at these points𝑎

(6) Why does it get colder right before it rains?
(a) Positive charges are absorbed into the clouds
(b) Warm moist air rushes upward into the clouds
(c) Cold downdrafts of air fall from the clouds𝑎
(d) Warm surface air rapidly cools
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